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Abstract— A very effective means to study the gene networks generated by our method. This new model and our enhanced

is visualization. With rapid increase of the size of gene networks, visualization software have many distinguishing featunest
it has become more realistic to identify the collaborating genes suitable for elegant visualization like:

in the network, which will facilitate the behavioral study of the
groups and the network as a whole. In our previous paper, we 1) In biological networks, a single gene is affected by many
presented a layered approach for visualizing gene regulatory other genes and this gene in turn affects many other

networks. In this paper, we present a 3D layout model for . f .
visualizing gene networks, which clusters the correlated genes genes. Often genes influence each other in a localized

depending on their causal relationships. To demonstrate the manner. Our_modg_l is capable to identify such a factiqn
effectiveness of the approach, we visualize real gene networks of genes. This facilitates the study of the genes behavior
of different sizes. The experimental results show the superiority because it is required to study the genes in a collective
and usefulness of the new model when compared with previous manner rather than isolate [2].

results. 2) The genes are positioned carefully to avoid overlapping

. INTRODUCTION of genes and also the crossings of arcs were also
minimized to enhance the visualization capability.

Since the network is arranged in a three dimensional
space, it can be examined from a variety of directions
and can also be viewed with arbitrary details by zooming
in and out.

4) In order to make the relation between genes more easy
to understand, we extended our previous 3-layer model
into 5-layer.

5) For comprehensive study, the complexity of the network
can be varied by displaying genes with a maximum
number of relations.

A single gene in the whole network with its relationship
with other genes is observable hiding the rest of the
network. This is more effective for a network with large
number of genes.

In recent years, the revolutionary advancement in molecula )
biology, particularly in high-throughput genomics and pro
teomics, continue to produce massive biological data. Argl t
data opens the door of extensive research in the many domains
of bioinformatics. Inference of network model from gene
expression data that can estimate the behavior of the hdalog
system has found a new dimension and the constructed net-
work size is growing rapidly. The most effective way to study
such a bulk of relational information is to visualize it. Rbis
reason, a well-suited technique for effective visualatdf
such a large network is desirable. 6

. . . )

The usefulness of a graphical representation of some infor-
mation depends on its presentation. The information coethi
in a gene network can only be studied well when its layout is
well-structured enough to grasp the inter-gene relatiailyea
But generating a viable layout of a large network manually is In our previous papers, we defined fitness functions in terms
almost impossible. That's why the automated layout gefmerat Of the clarity and optimize the functions by means of stotibas
is desirable. search methods. In this paper, we have improved the fithess

Identifying the natural clustering of nodes in a graph anféinction by simplifying it for less complexity and adapting
treating them as a supernode or meta-node for a higher leifefor clustering model. In order to judge the effectiveness
graph or an abstract graph is a technique used for the reduc®f clustering, we compare the performance of this model with
of visual complexity of a graph with large number of nodeBrevious model in terms of visual enhancement and the eesult
[1]. For a biological network, clustering can clarify the mal are presented with discussion.
relationship among the interacting components thus inggov This paper is organized as follows. The next section gives
the quality of represented information in terms of anabftic background and fundamental facts about the work. After
capability. In our previous work, we had developed a that, Section Ill explains our proposed technique. Secfibn
dimensional model for visualizing gene network. In this kor presents experimental results with the visualization af teal
we have used clustering to improve the quality of the layouetworks. Finally, the last section presents discussidrgares
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TABLE |
USEFUL NODE LAYOUT TECHNIQUES

direction of future researches.

Il. VISUALIZING GENE NETWORKS

A. Gene Network Models Regulation Poor Layout Better Layout

There have been several models proposed for gene reg- o ™y
ulatory networks, e.g., Boolean network [3], S-system [4], o
and Bayesian network [5]. Each of these models has its owh” a"l"r'cr“lne"r']zg“:htshe sum of
characteristic approach to generate the network and eliffer ' A
capability in terms of handling information. In most of tees
models, the relationship between genes is represented by an # o
arc. And depending on the qualitative or quantitative infor | 5 | vaintain  at  least @

mation associated with each arcs of their graphs, they can be | a given distancel | ™=
broadly classified into following three classes [6]: between  mutually| | - Y
-

1
v

i i i ; djacent nodes.
1) Correlation Graph: This graph only contains the infor- adjacent nodes
mation about the positive / negative correlation betweerege

Two related genes are conn_ected with an undirected arc. | ¢ | Ensure that no arq | %
2) Cause Effect GraphThis graph represents the causality overlaps with a differ-| | *.
i i ity i ent node in any placs
relationships among the genes. Causality is representead by ather than the end]

directed arc, whose direction shows the cause- effectioalat
between genes.

3) Weighted Graph:Some qualitative meaning is attached
to each arc of the graph, e.g., S-system or Bayesian networks

points.

I1l. PROPOSEDLAYOUT METHOD

In this paper, we have used cause-effect graph to develgp Basic Idea
and visualize our model, considering the nature of estithate

data on the genetic network, which can be estimated at [IresenThe r_egulatory relatlonshlps_ among the_ genes are repre-
sented in a gene network. Since these interactions among

B. Layout Policy the genes are often in collective manner, we use a clustering

method to assemble the congregating genes in some clusters.

_The positioning of nodes may have perceivable effect on thge, genes in each cluster are partitioned into three layers
visibility and understandability of the network. Any haghad ,5med green, red and blue) depending on their relationship

positioning of a graph is very easy but it becomes least Usejii, other genes. Then genes of each layer are arranged in
in terms of lucidity. A simple example of a small graph of & hexagonal lattice format. After initial layout we deteni
nodes and 8 arcs explains it significantly (Fig. 1). Just b8€a yhe score of the whole network according to the defined score
of the difference in positioning of nodes the figure on thétig nction and use some stochastic search method to improve
is much easy to interpret. the score and thereby the arrangement of the network. The
basic technique is illustrated in Fig. 2.

Clustering

Fig. 1. Easy sample of useful layout PRl I
Gre/e»rfLa er
The situation goes beyond capability when the number of _ /
nodes and arcs increase exceedingly. This is why carefyl ped 1.4
positioning of nodes is important. In order to improve the
expressiveness of graph, some guidelines should be falletve

'. :4— Optimization

the time of the laying out. The three principles followed by o | Blue-Layg !

model to improve the cogency of the layout are summarized in N

Table | with illustrative figures. The first column contaiet AN e

regulation to be followed, the second column contains a poo ===

layout violating the regulation and the third column presen Fig. 2. The basic steps of layout

a good layout that satisfies the regulation.

2069



B. Clustering Method Step 5: If the search is converged then stop. Else go to Step

For graph clustering problem, many sophisticated alg&
rithms have been developed which are applicable for differes Layering Scheme
applications. The two most popular schemes are: k-path clus_ i i
tering algorithm and MCL algorithm [7]. But since we want to With the increase of number of genes in network, the

have a control on the number of clusters in which we partitidtPSitioning of all genes in 2D space for clear visualization
the gene network, we used the multi-way ratio cut algorith s become almost impossible. Therefore we have proposed a

with stochastic search for clustering purpose [1]. multiple 2D layered model where the genes are positioned

First, we determine the number of clusters using the follow mult!ple 2D layers, Wh'ch are in tl‘!m posmoned.m 3',
ing scheme. Suppose the number of genes in the networid{@iensional space. Depending on their causal relatioaship
n. we calculate the valug’ = | /n/5]. This is the probable 9€Nes are Cllaés'rf]',ed into three catggonﬁs. hich
number of clusters. But for giving a symmetric arrangements Parent Only:This category contains those genes which are

of clusters in visualization space, we find the value [/7| Nt regulated by other genes but regulate some genes.
and calculate(i)t? and (ii)t(t + 1). Between (i) and (i) Parent & Child: There are some genes which control other

whichever is closer to’ is the number of clusters genes and are being regulated by some others.

After determining the number of clusters, we use the multi- Child Only: The genes, which don't regulate any qther gene
way ratio cut algorithm to partition the gene network into Put only are regulated by other genes, belong to this cagegor
clusters. The basic principle of this algorithm is to mirgei V& place all the genes belongingparent onlycategory in

the number of cut edges between the clusters. The fundarnemﬁ s'ame Iayer_ and call it the Green Lay(_ar. Similgsgrent
algorithm exhaustively searches for the minimum number 8 child and child only genes are placed in separate layers
cut edges among clusters [1]. But since the sizes of tR8d their layers are named as Red Layer and Blue layers
gene networks are very large, we adapted the algorithm usfggPectively. The layering of genes is explained in Fig. 8r O
stochastic searches for efficiency. Our stochastic seansfion 12Y€ring scheme puts the green layer as the top layer, red in
of the multi-way ratio cut algorithm is briefly described aer e middle and blue in the bottom in 3D space.

Let us assume, the gene network is represented by the gf
G = (V,E). The valuec; ; will be 1 if there is relation
between the gené and j; otherwise0. Now we want to
partition the network inta- clustersT" = {V},V5,,V,.}. The
ratio value of these clusters is

rv=R(W,Va,....,V,)
=C(V1,Va, oo, Vi) /(IVA] X [Va| X ... < |Vi) Q)

1 < : ,
C(V1,Vay ooty Vi) = 3 Z Z Z Cij 2) Fig. 3. Layering of genes
p=1i€V, j¢V,
i In order to make the red-to-red gene connections easier to
We use equation (1) as the score value of the clustemsd ngerstand in our extended model, we partition the middle

use hill climbing and simulated annealing search to Opﬁm'%red) layer into three sub layers. The strategy of sub-lager

this score. The search algorithms used are as follows: g 55 follows: if a gene in red layer is connected with too many
Step 1: Initially, place all genes randomly in differenyenes in green layer then it is to be brought closer to green
clusters, and calculate the score layer i.e. it is to be placed in upper sub layer of red layer.

Step 2: Randomly select two clustérs, V, whereV, # V;. Similarly if a gene in red layer is connected with too many

) . blue genes then it is to be brought near to blue layer i.e. it
Step 3. Choose a geng in cluster V, randomly, and . .
. L is to be placed in the lower sub-layer of red layer. The rest
removing fromV, putitin V;,.

of the red genes are kept in the middle sub-layer of the red

Step 4: (@)For Hill Climbing: If the scorerv is decreased |ayer, And with this 5 layer model visualization is enhanced
then leavey in V, accepting the new score as otherwise jncredibly.

returng in V, and retain the old score.

(b) For Simulated Annealingif the scorerv is D- Positioning of Nodes in Layers
decreased op < e~ 2""/T(where p is a random number In each layer of each cluster, the nodes are positioned
between0 and 1 and Arv is the score difference]” is on the edges of co-centric regular hexagon(s) with in a
simulated annealing parameter) then legvim V;, accepting circle. Hexagon(s) are placed after equal interval withha t
the new score asv otherwise returry in V,, and retain the old circle. Each hexagon has different radius where the outsrmo
score. Updatd” by T'= kT(0 < k < 1,k : SA parameter). hexagon has radius equal to the circle (Fig. 4). The number
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of hexagons, on which the nodes to be positioned, is equaldbsimplification. Then we define the “distance” between two
the number of nodes on outermost hexagon segment, bothgefies as score of the relation between two genes. Therefore
which depend on the number of nodes to be arranged in thigcording to our strategy the smaller score value indicates
layer of the cluster. Suppose that the number of nodesaisd the better the positioning. Here “distance” is not Euclidea
that the number of nodes in each segmeninisin order to distance. For reducing the computation burden we defined the
find the most compact structure, we derive the minimum valddistance” between two genes (i.e the score of their raftio
of m satisfying the following the equation (3). The larger thas
value ofm, the more nodes are included in the layer. Sone(ab) lay — by| + |ay — byl
3m—1m+1<n<3mm+1)+1 3) rodel™ deg(a) x deg(b)

Here a and b are the nodes connected to the ends of the
arcs with coordinate§a,, a,, a.) and(bs, by, b.) respectively.
And deg(a) anddeg(b) represents the degree of nodandb
respectively. This score function is different from ourpoais
scoring functions [6], [8] and adapted to the clusteringeseb.
This is explained using the Fig. 6. Here two arrangements are
showed for a set of 5 node$, B, C, D, O, where the number
. > ; beside each node represents its degree and number bedide eac

m= m= m= arc represents its score value. Definit€lgse 2is better than

Max Nodes 7 Max Nodes 19 Max Nodes 37 Case p1for clustering if nodeB belongsato different cluster
than the other nodes. Our new score function distinguishes
between these two arrangements and scOese 2ower than

(4)

Fig. 4. Positioning of genes in different layers of clusters

. . t(,%ase 1
Since there are many layers of genes in each cluster, thé
revelation of internal layers may be hindered by the pasittig A& B(3) B@3)
of genes in the outer layers. That's why the lattices of nodes
in each cluster are rotated by an angle 26f degree from
the adjacent lattice layers. This is illustrated in Fig. HisT
rotation also offers the increase of the number of nodes that
can be laid out in proportion to the number of layers.

20°CCW  40° CCW

C(2) D(2) C2) D (2)

Case: 1 Case: 2

Fig. 6. Improved score functioin adapted to clustering

Basically, this is a problem which requires minimizing the
Fig. 5. Rotation of layers for easy visualization distance. The score of the entire network is expressed by
equation (5) which is the sum of each arc score [12].

E. Evaluation Function

The criteria for obtaining good layout of graphs for visu- S = ZSmde = %Z Z Snode(a, b) (5)
alization were set in section Il. The model described in the Ya V b linked to a
previous subsections meets the first two conditions directtl A layout that minimizes this value is desirable. Since
for our model the third condition is the logical consequencshaustive search is unrealistic for a huge network having

of the first two conditions up to some extent. So carefundreds nodes we used stochastic searches to optimize the
positioning of genes in layers of each cluster can avoid thegre.

crossing of arcs and genes and thus enhance the quality of o

positioning of the graph in terms of visualization. In thi§> Stochastic Hill-Climbing Search

format, the layout problem for a graph can be considered asSince the cluster and layer of each node is determined

an optimization problem in which a scale to be defined thheforehand and is permanent, it is conceivable to swap two

assess the quality of positioning of nodes and the scale torimes’ positions in the same cluster with the target to im@ro

optimized searching across the graph. the fitness score of network gradually. This is the strategy o
Since our model is a multiple 2D layered model in 3D spachill-climbing search. More precisely, we follow the proses

we safely projected the 3D space in to 2D space for the sakescribed below:
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TABLE I

Step 1. Initially, position all the nodes of each layer ofteac DATA SETS

cluster randomly in the predetermined coordinates.

Step 2. Randomly select a cluster

Step 3. Choose a lattice poiptin clusterr at random. This
p may or may not contain a gene.

Step 4. Choose randomly another lattice pajnin the
clusterr with p. We assume that at least one of thesand
g contains a gene.

#of genes  #of relations  Source
82 84 [9]
B | 552 2953 [10], [11]

Step 5. Derive the new scorejifandq are swapped. If the Annigling (SA)f t?] find ?ptimﬁl sc_oreh. We tried all pofssible
score Is decreased, then swapndg. combinations o t ese algorithms in t ese two stages fdr bot
network and their results are presented in the Table Il and

Step 6. If the search is converged, then stop. Else, go bagiple |v. Here the data in the Table 1ll and Table IV is the
to Step 2. average values of evaluation functions ogérruns.

We calculate the equation (5) in order to derive the score
value in Step 5. During calculation of score difference weta
the advantage of the fact that only two nodes are swapped and
the rest of the network remains the same, i.e., the score for

TABLE Il
RESULTS FOR82 GENE NETWORK

the rest also remains the same. Clustering  Laying out Score Time
Algorithm  Algorithm
G. Simulated-Annealing Search HC HC 14.7343  00:00:07
The simple hill-climbing method often falls into local HC SA 12.9931  00:00:13
optima. Therefore, we use a more robust stochastic search SA HC 12.7962  00:00:07
method, i.e., simulated annealing search. The algorithm is SA SA 11.0918  00:00:13

similar to hill climbing algorithm with some modification in
step 5. For this search method, Step 5 is redefined as follows:

Step 5. a. Derive the new scorejfand ¢ are swapped. TABLE IV
Generate a random numbebetweerD and1. If p < e=25/T RESULTS FOR552 GENE NETWORK
or AS < 0 holds for the score differencA&S, then swapp
andgq. - - -

. . Clust L t S T
b. The temperature parameter is updated according Alg;ﬁﬂ”mg A?gé?ﬁh%u core me

to the following equationT «— kT (0 < k < 1). HC He 2846143 00.0258

Note that in the original Step 5 of hill climbing search, HC SA 808.2950 00:04:18

a simple direction to decrease the length is chosen. By using
simulated annealing, we swap nogeandg if the score value
decreases with this swapping. In addition, even if the score
value increases, the swapping is carried out with a certain
probability. The probability is modified so that the higheet  From the above tables, it is found that result may vary
temperaturel’, the more often the swapping is accepted. Th&ignificantly for different combinations of the algorithms
temperature is decreasing in a geometric progression. ét fRccording to results, it takes only a few seconds to converge
end, the search becomes equivalent to simple hill-climbingfor a small network like data set. On the other hand, for the
larger sets such aB it takes much longer time to settle down.
In other words, the convergence time is exponentially eelat
A. Data Sets with the number of nodes and arcs of the network, which
In order to justify the effectiveness of the proposed modedhows the significance of using efficient search algorithm to
we applied our method into two gene networks of differersiolve this computational burden.
sizes. We used (5) as score function for evaluating the perfo One important observation in the experiment is the effect of
mance of the two algorithms mentioned above. The extentsalfistering in the final score of the network. In general, iswa
the used gene networks are presented in Table Il. Datadset§ound that the final score of the network obtained from layout

SA HC 950.9012  00:03:0§
SA SA 955.6906  00:04:25

IV. EXPERIMENT & RESULT

and B are real data inferred by a Boolean network. stage depends significantly on the clustering score olataine
. from the first stage of clustering. This is presented in Fig. 7
B. Results of Experiments From Fig. 7, it is clear that if we can generate a good

In our experiment, there are two stages (1) Clustering antlisters of the gene network then we will find a good score
(2) Layout where the result of the first stage is used as tkalue from the layout stage i.e. we find a positioning of nodes
input of the second stage. In each stage, we used two staxchasiat is good for visualization. This is also shown in next
search algorithms namely Hill Climbing (HC) and Simulatedubsection using snapshots of networks.

2072



18 more it was successful to extract a clique from the whole
16 network which facilitates the observation of this group of
. s genes independently.

14

12 s o ¢

))/
* 0
10 >

Layout Score

B "
HaE Tif-l i
'\vlw\l\.-JI

ASH|

0 2 4 6 8 10 12

Clustering Score(10x'°5)

Fig. 7. Effect of clustering on layout score

C. Visualization Results

Most effective way to assess the quality of the layout of a
gene network is to visualize it. For this reason, we develape
visualization software implemented in JAVA 3D platform and Fig. 9. Layout of 82 gene network without clustering
used it to compare the layout generated by clustering method
with that of our previous model (without clustering). We use
both of our data sets for this purpose and the screen shots
from the software are presented here for comparison.

Fig. 10. Layout of 552 gene network using 9 clusters

The 552 gene network is compared similarly in Fig. 10
and Fig. 11. For capturing the whole network we zoomed
Fig. 8. Layout of 82 gene network using 4 clusters out therefore the relationships among the genes are nat clea
because of too many nodes and genes. But from Fig. 10 and
Fig. 8 and Fig. 9 compares the layout generated by clustereid. 11 it is clear that the clustered model is much suitable
model (Fig. 8) with non-clustered model (Fig. 9) of 82 genfor studying the genes in the network.
network. Each gene is represented by a cube whose volum&rom Fig. 10 and Fig. 11, it is obvious that it is difficult
is proportional to its degree, i.e. the more nodes a node aoegrasp the whole structure for such a large network if all
connected to, the larger the cube used to present it. the nodes and arcs are drawn. To deal with this problem, our
It is evident from the figure that the study of the networkoftware provides the facility of observing a single genéwi
is much easy with the new layout (Fig. 8). The clustereit neighboring genes and their relations. This is shown in
model positioned the nodes in such a way that the relatipashFig. 12 and it is clear from the figure that all the genes that
among the genes are now easy to capture, more over #ne closely connected are put in the same cluster whichsexist
number of crossing of arcs and nodes is minimized. Furthigom top to bottom direction.
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Fig. 11. Layout of 552 gene network without clustering

Scenario 3 Scenario 4

2 GIOVE

move the whole now ‘ Off - all arc & name | Fig. 13. Good clustering generates good layout

wehale view | | 4 ] b .
D. User Interface or Functions

A user can manipulate the visualization process with a
| / mouse or touch pad. For instance, he or she can look over
the network from a variety of directions. In addition, the
following features are provided for enhanced functioyedihd
user-friendly interface:
« New functions
— Any gene together with its relations with adjacent
genes in the network can be focused by the user
(Fig. 14a).
— Network can be displayed with all genes and rela-
tions or with the genes only (no arc).

Fig. 12. A focused gene with its neighbors

As mentioned in previous subsection, the quality of clsster
has a substantial effect on the quality of layout generdibib
fact is also presented here in terms of visualization in Fig.
13. As the figure reveals if the quality of clustering is not
good then genes are scatteredly positioned and the number of Fig l4a Fig 14b
crossings among nodes and arcs are very high and the whole
network remains obscure. And as the quality improves (from  Fig. 14. Focused gene with its neighbors is easy to observe
Scenario 1 to Scenario 4 in Fig 13) the closely acting genes
are brought nearer with in the same cluster and the wholes Improved functions
image looks more organized, ordered and clear, which is easy — Using the operating scrollbar the complexity of the
to understand. network can be controlled by showing the genes
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(with their names) with a minimum number of rela-with hundreds of nodes. The proposed method was verified
tions only and eliminating the rest of the networkwith two gene networks constructed from real data and the
Using this function user can easily identify the hullayout was found remarkably improved when compared with
genes. our previous method that does not use clustering. The new
— A focused gene with its relation to the adjacent genesodel generates the high-quality layout that is very sigtédr
(with their names) can be displayed both eliminatinthe study of the gene behavior in the network. Although this
the rest of the network (Fig. 14a) and in presence ofiodel is specially suited for visualizing the gene regulato

the rest of the network (Fig. 14b). networks, it may be useful to other applications where large
— Any gene can be repositioned according to usensetworks need to be visualized.
preference. We are working for enhancement of the model and software.

— 5-layer presentation of the whole gene network iSome qualitative or quantitative value of the relation amfb

easy to understand than 3-layer presentation, espe-Bayesian network can be used to improve the layout of

cially for red genes(Fig. 15). nodes. Methods for immediate detection and avoidance of
crossings of nodes and arcs will improve the quality of layou
Use of GA and GP to search the optimal layout score can
produce interesting results. Geometrical shapes other tha
hexagon such as sphere can be used for positioning the genes
so that easier-to-view graph can be drawn by minimizing
overlapping of nodes and arcs.
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